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Abstract - The evolution of ChatGPT has triggered anxiety across the globe, from industries to governments. There has been 

considerable discussion about this, from scholarly communities to social media and organizational forums. Leading 

technology companies have started investing heavily in artificial intelligence, which will broadly impact industry and society. 

The question now arises: how can industry leverage this capability for our betterment and the growth of industries? In this 

interpretative paper, the authors aim to highlight the best approach to implementing generative Artificial Intelligence in 

organizations, from small to large. The approach discussed advocates for a step-by-step, or ladder, method, ensuring that the 

models used yield better outcomes and reduce instances of hallucination. The results suggest that lowering hallucinations and 

being cost-effective can lead to better outcomes that accurately meet organizational needs. Additionally, the paper highlights 

the importance of generative AI model security and budget allocation to POCs, with a strong emphasis on the feedback loop 

to the production of the product, which provides reassurance and confidence in the system's reliability. 

Keywords - AI, ChatGPT, Generative AI, LLM, Rag. 

 

1. Introduction 
Research and innovation continually propel 

technological advancements, emphasizing novel concepts 

and papers. However, a significant gap often exists between 

theoretical knowledge and industry implementation. As the 

author reviews increasing articles across various platforms, a 

pertinent question arises: How does the industry practically 

implement these ideas? 

 

The referenced research papers [1-7] provide insights 

into selecting Large Language Models (LLMs) and building 

AI applications using enterprise datasets. However, they lack 

a comprehensive approach to effective application 

development. This paper identifies critical areas for 

improvement, such as model selection approaches, 

generative AI model security, and product development 

lifecycle across different sectors. 

 

This research begins with an introduction to Generative 

AI (GenAI), outlining its journey and evolution within 

industrial applications. The methodology section explores 

various methods, compares them, and highlights the 

importance of prompt engineering patterns and fine-tuning 

techniques. It also discusses model security, the Proof of 

Concept (POC) approach for initial production versions and 

the feedback loop for improving first project 

implementations. Subsequently, real-world use cases are 

illustrated, providing insights into their implementation and 

impact. The results section details the outcomes derived from 

these implementations.  

 

Additionally, a specific use case is presented to 

demonstrate GenAI's efficacy in industrial scenarios. Finally, 

the author synthesizes the findings into a conclusive 

discussion, outlining potential avenues for future research 

and development in this field. 
 

2. AI Terminology and Journey 
2.1. Terminology Used for AI 

Figure 1 has highlighted different terminology used for 

Artificial Intelligence (AI); below is a more detailed 

explanation: 
 

 

2.1.1. AI (Artificial Intelligence) 

Systems that emulate human intelligence, performing 

tasks like speech recognition and decision-making. 
 

2.1.2. ML (Machine Learning) 

An AI subset where computers learn from data to make 

predictions or decisions, using algorithms to learn and make 

informed decisions. 

http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Artificial intelligence                         

                               

2.1.3. DL (Deep Learning) 

An ML subset using neural networks inspired by the 

human brain to recognize patterns in data. 

 

2.1.4. Generative AI 

AI that generates new content, ranging from images and 

text to code, creating data previously nonexistent. 
 

2.1.5. LM (Large Language Models) 

Models trained on extensive datasets for advanced text 

processing, including translation and content generation. 

 

2.1.6. Foundation Models 

Large-scale models like GPT-4 and BART, trained on 

vast data, fine-tunable for specific tasks, providing a broad 

base of understanding for customization. 

 

2.2. Generative AI Journey 

In the rapidly evolving landscape of Generative 

Artificial Intelligence (GenAI), organizations are 

increasingly focusing on the strategic integration of AI 

technologies to stay ahead of the curve. This drive towards 

innovation raises crucial questions about the underlying 

needs, key questions, and pivotal advice for harnessing the 

full potential of GenAI. At the heart of this endeavor lies the 

pursuit of Complete Control over one's models and data, 

emphasizing data sovereignty as a critical competitive 

advantage. Ensuring robust Production Quality as solutions 

transition from research and development to full-scale 

production encapsulates another vital aspect, highlighting the 

seamless integration of GenAI into existing Machine 

Learning Operations (MLOps) frameworks. Moreover, the 

imperative to Lower Costs without compromising on 

efficiency or effectiveness calls for a strategic approach to 

model serving and the fine-tuning process. Balancing these 

priorities requires a thoughtful consideration of ownership, 

competitive differentiation, and the strategic deployment of 

technology within the organization's broader ecosystem. This 

introduction sets the stage for a deeper exploration of how 

businesses can navigate the complexities of GenAI adoption, 

ensuring control, quality, and cost-efficiency in their AI-

driven initiatives. Table 1 reference taken from [8][9][10].    

                                            

Artificial Intelligence 
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Generative Al 
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Table 1. Considerations for deploying generative AI applications 

Underlying Needs Key Questions Key advice 

Complete Control 

Do you own and control your models and data? 

What gives you an edge over competitors? 

What are your security and privacy risks? 

Your data is your competitive edge. 

Maintain control of it and use it for GenAI 

applications and custom models. 

 

Production Quality 

How do you move from R&D to production? 

 

How does GenAI fit into your MLOps platform 

and processes? 

 

GenAI is best deployed on a data-centric 

platform. 

Most of the traditional MLOps work for 

GenAI but pay attention to a few new 

requirements from GenAI. 

 

Lower Costs 

How do you serve models and pipelines 

efficiently? 

 

How do you fine-tune and pre-train models 

efficiently? 

 

Leverage optimized serving systems. 

 

Plan for building customized models on your 

primary ML/AI platform. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Gen AI journey 
 

GenAI’s Journey towards sophisticated generative AI 

systems unfolds in four critical stages, emphasizing the 

leveraging of proprietary data. Figure 2 details this 

incremental and strategic progression. 

 
2.2.1. Prompt Engineering 

This initial step involves the meticulous crafting of 

specialized prompts, fine-tuning the AI's interaction to guide 

its behavior effectively within specific contexts. 

 
2.2.2. Retrieval Augmented Generation (RAG) 

The second phase enhances AI's capabilities by 

integrating it with external knowledge sources, thus enriching 

its responses with broader, more accurate context drawn from 

enterprise data. 

 
2.2.3. Fine-Tuning 

The subsequent stage focuses on customizing a pre-

trained language model to suit particular datasets or domains, 

refining its applicability and precision for specialized tasks. 

 

2.2.4. Pre-Training 

The final and most complex phase involves training a 

large language model from scratch building a foundational AI 

tool uniquely tailored to specific needs. 

 

As one moves from prompt engineering to pre-training, 

control and customization of the AI system increase, but so 

do the computational resources and complexity required. 

This iterative path underscores a strategic approach to 

developing generative AI, balancing the demand for 

precision and specificity with the need for comprehensive 

data analysis and model training. 

 

3. Methodology 
This methodology section aims to elucidate the practical 

approaches and architectural patterns for integrating GenAI 

capabilities within industrial settings. The following 

subsections will delve into a multifaceted framework 

encompassing various scenarios, ranging from utilizing off-

the-shelf LLMs to fine-tuning and pretraining custom models 

tailored to specific domains. Furthermore, we will explore 
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architectural patterns that facilitate the seamless integration 

of GenAI into existing workflows and processes, enabling 

enterprises to reap the benefits of this transformative 

technology while maintaining control over their data and 

models. 

 

3.1. High-Level Scenarios For GEN AI / LLMS 

In general, there are two ways of improving the 

responses of LLMs: 

• Add context to the query (and use the LLM as is) 

• Change the behavior of models, e.g. by fine-tuning.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Add context to the query 

 

Let’s start with Adding context to the query (See Figure 

3).      The easiest is “few shots” and “instruction following”, 

where the user simply provides context either in the form of 

examples (few shots) or in the form of clear instruction 

(optionally adding some context) for the model. 

 

In order to control the context and help the user to only 

need simple queries, “Retrieval Augmented Generation” can 

be set up. This requires a high-quality input set.  

 

In this case, the system will retrieve similar data from the 

“domain-specific context DB” and augment the query 

automatically and independent of the user. 

 

When it comes to altering the behavior of a model (See 

Figure 4), fine-tuning existing LLMs is typically preferred 

over constructing a new foundational model. The rationale 

behind this is that building your own foundational model is a 

highly challenging and costly endeavor.  

A direct method of fine-tuning involves retraining the 

model with a smaller corpus (As per Figure 4) specific to the 

domain compared to the corpus used for building the 

foundational model. To optimize for time and cost, 

performance-efficient fine-tuning techniques (e.g., LoRA, 

QLoRA, etc.) can be utilized during unsupervised training. 

 

Another approach, particularly suited for prompts 

involving "instruction following," is "instruction tuning." 

This method requires the creation of a high-quality 

instruction/response dataset, optionally with context, for 

supervised learning. Once again, performance-efficient fine-

tuning methods may be considered. 

 

The most favorable outcomes in instruction following 

prompts are expected when both fine-tuning methods are 

employed: first, domain-specific fine-tuning, followed by 

instruction tuning.
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Fig. 4 Change the model behavior

 

3.2. Architecture Patterns for GenAI-Powered Application 

The idea for the patterns is for Enterprises to build an AI 

App. 

 

3.2.1. Pattern 1: Querying 3rd Party AI Services 

The process is straightforward, involving the use of a 

third-party Large Language Model (LLM) behind your AI 

application.  

 

In this scenario, user input is structured as a prompt. 

Developers have the option to supplement the user-provided 

input with additional instructions, effectively 'guiding' the 

model in performing the correct action. 

 

This prompt is reliably sent to the third-party service, and 

the response is relayed to the customer. Logic to evaluate the 

response against predefined rules can also be implemented, 

ensuring a secure process. 

 

3.2.2. Pattern 2: Querying Open-Source Models 

In instances where using external third-party services is 

not viable (e.g., to avoid the leakage of intellectual property), 

the same objectives can be achieved with one of the open-

source LLMs. This requires a preparatory step to select and 

serve the LLM in a "model-serving" capacity. The rest is 

identical to pattern 1. 

3.2.3. Pattern 3a: Batch Inference (via Model Serving)  

This approach caters to scenarios where inferences are 

generated in batches and stored for future use. Option (a) 

involves making the model available through 'Model 

Serving.' [11] Documents for inference, with or without 

contextual examples and instructions, are prepared, and 

prompts are generated. An API call is then made for these 

prompts. The received responses are verified and stored in an 

inference table for later reference. In this setup, the AI 

orchestrator—which handles embedding construction, 

prompt engineering, and sending requests to LLMs—may 

run on a standard CPU cluster since the actual inference is 

performed on the served model. While this method is 

efficient, it is crucial to account for the rate limits of the 

serving API, mainly when dealing with large data volumes 

[4]. 

 

3.2.4. Pattern 3b 

Batch Inference Option (b) entails performing inference 

computations directly on a machine. To begin, the LLM is 

loaded onto the cluster. Next, documents for inference are 

prepared—with or without contextual examples and 

instructions—and prompts are generated. The cluster is then 

utilized to process the queries using the LLM. The responses 

may be verified and stored in an inference table for future use. 

This method involves more effort in setting up the 

Domain Specific LLM 
LLM Instruction  

Tuning 

Domain 

Relevant 

Docs 

Instruction 

Context 

Response 
Relative Small 

Corpus of Docs 

Unsupervised Training Supervised Training 

Open  

Source 

 LLM 

Fine 

tuned 

LLM 

Open  

Source 

 LLM 

Fine 

tuned 

LLM 



Pan Singh Dhoni et al.  / IJCTT, 72(7), 93-100, 2024 

 

98 

environment but is accessible from the rate limits associated 

with a hosted model [12][13]. 

 

3.2.5. Pattern 4: Retrieval-Augmented Generation (RAG) 

The ingested documents, which are of paramount 

importance in the RAG process, need to be both sufficient in 

quantity and high in quality. Their quality is crucial as it 

enhances the later responses. These documents will be 

cleansed and, if too lengthy, summarized using another AI 

model. 

 

The orchestrating code plays a pivotal role in the RAG 

process. It loads an embedding model to generate 

embeddings for the ingested documents, which are then 

stored alongside the papers in a vector database for 

subsequent similarity. This reassures you of the reliability 

and efficiency of the process. 

 

It's important to note that the RAG process offers 

flexibility. For instance, you could choose to store the 

documents in the database and compute similar documents in 

real-time based on a given query, giving you the power to 

tailor the process to your specific needs.  

 

The context database, a crucial element in the RAG 

process, could take various forms, such as Vector Search, 

temporary vector libraries, or third-party services like 

Pinecone [4]. It serves as a repository for the embeddings and 

other relevant data, facilitating efficient document retrieval 

and generation.  

 

3.2.6. Pattern 5: Prompt Engineering for RAG 

This pattern will utilize the context stored in the context 

database.  

 

The AI application loads the same embedding model 

used to build the context database and loads the 

corresponding LLM into Model Serving. It then creates an 

embedding for the query and retrieves similar documents 

from the context database, showcasing the system's 

adaptability. The system could also tap into additional third-

party services to gather contextual information. This context 

is then integrated into the prompt and sent to the served LLM 

[14]. 

 

3.2.7. Pattern 6: Fine-Tuning of Open Source LLMs 

The final approach, fine-tuning, is quite straightforward. 

You can select from various tools and techniques to perform 

the training step on a GPU cluster. One might start with an 

open-source model obtained from a model repository like 

Hugging Face. After fine-tuning, the model is then registered 

in a model registry for future use [15]. 
 

 

3.3. Generative AI Model Security 

Ensuring the security of generative AI models is a crucial 

aspect of their deployment and use. It is essential to guarantee 

that these models are free from vulnerabilities that could be 

exploited. Utilize either an open-source model scanner or an 

approved licensing code scanner within the organization to 

achieve this. Regularly updating and patching the models can 

help in mitigating potential threats. Implementing robust 

security protocols and conducting thorough security 

assessments can further enhance the protection of AI models. 

Ensuring compliance with industry standards and regulations 

is also vital in maintaining the integrity and trustworthiness 

of generative AI systems. 

 

3.4. Data Quality and Data Governance in Place for Data-

Driven Apps 

To derive meaningful value from generative AI, it is 

essential to clean, validate, and ensure the quality and 

trustworthiness of data. During data transfer for processing, 

it is vital to track and audit these movements to maintain 

security and enable effective data governance. 
 

3.5. POC’s and productionizing Application 

According to the provided Figure 5, the industrial 

approach spans from budget allocation to production 

movements, incorporating a feedback loop for continuous 

improvement. Sample LLM application located at GitHub 

(https://github.com/padhoni/LLMApps developed using 

https://huggingface.co/ and https://ollama.com/).

                                           

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Application development approach 
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4. Conclusion 
Incorporating generative AI into the industrial arena 

offers a better opportunity to boost productivity, enhance 

competitive strength, and drive innovation. This innovation 

potential is particularly exciting as it can lead to new ways of 

working and breakthrough solutions across various sectors. 

 

This paper strongly advocates for a strategic, step-by-

step approach to integrating AI models into existing 

workflows. This method, meticulously designed to optimize 

outcomes and minimize instances of hallucination, provides 

a clear and compelling path for industrial integration, 

instilling confidence in the process. 

 

This paper underscores the significance of techniques 

such as prompt engineering, retrieval-augmented generation 

(RAG), and fine-tuning. As emphasized in the abstract, these 

techniques are instrumental in achieving superior outcomes, 

cost-effectiveness, and reduced hallucinations. The 

architectural patterns presented offer a clear roadmap for 

enterprises to seamlessly integrate generative AI capabilities 

into their processes, enabling them to reap the benefits of this 

transformative technology while maintaining control over 

their data and models. 

 

Furthermore, this paper emphasizes the need for 

generative AI model scanning for security measures, such as 

data encryption, access control, and regular security audits. 

This paper highlights the approach for developing generative 

AI applications from budget to production. 

 

Additionally, Table 2 provides valuable insights into 

different methods for building GenAI-powered applications 

and guides selecting appropriate processes based on specific 

needs.

 
Table 2. Different methods

Method Definition 
Primary use 

case 

Data 

requirements 

Training 

time 
Advantages Considerations 

Prompt 

engineeri

ng 

Crafting specialized 

prompts to guide 

model behavior 

Quick, on-

the-fly model 

guidance 

None None 

Fast, cost-

effective, no 

training 

required 

Less control than fine-

tuning 

Retrieval 

augment

ed 

generatio

n (RAG) 

Combining an LLM 

with external 

knowledge retrieval 

Dynamic 

datasets and 

external 

knowledge 

External 

knowledge 

base or vector 

database 

Moderate 

(e.g. 

computin

g 

embeddi

ngs) 

Dynamically 

updated 

context, 

enhanced 

accuracy 

Increases prompt 

length and inference 

computation 

Fine-

tuning 

Adapting a pre-

trained model to 

specific datasets or 

domains 

Domain or 

task 

specialization 

Thousands of 

domain-

specific or 

instruction 

examples 

Moderate 

- long 

(dependi

ng on 

data size) 

Granular 

control, high 

specializatio

n 

Requires labeled data, 

the computational cost 

Pre-

training 

Training a GenAI 

model from scratch 

Unique tasks 

or domain-

specific 

corpora 

Large datasets 

(billions to 

trillions of 

tokens) 

Long 

(days to 

many 

weeks) 

Maximum 

control, 

tailored for 

specific 

needs 

Extremely resource-

intensive 

 

Future Research Directions  

While this paper lays a solid foundation for integrating 

generative AI in the industrial sector, there remain ample 

opportunities for further exploration and advancement:  

 

1. Investigating hybrid approaches that combine the 

methodologies discussed, such as integrating RAG with 

fine-tuning or exploring multi-stage fine-tuning 

techniques, could unlock new avenues for optimizing 

performance and accuracy. 

2. Research into efficient and scalable deployment strategies 

for generative AI models in industrial settings is crucial 

for practical implementation and widespread adoption. 

3. Exploring performance optimization and resource 

management techniques is essential, considering the 

computational resources required for methodologies like 

pre-training. 

4. Advancements in continuous learning mechanisms could 

enable GenAI systems to adapt and evolve dynamically, 

enhancing their capabilities and relevance in rapidly 

changing industrial environments. 

5. Governance and ethical considerations surrounding 

model deployment, as well as techniques for enhancing 

explainability and trust in generative AI systems, warrant 

further investigation to ensure responsible and transparent 

adoption. 
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6. Optimization and customization of GenAI applications 

for industry-specific use cases could unlock novel 

solutions tailored to the unique challenges and 

requirements of various sectors. 

 

Prioritizing these research directions will not only 

enhance the capabilities of generative AI but also drive 

innovation, operational efficiency, and sustained competitive 

advantages in the rapidly advancing technological landscape 

of industrial sectors. 
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